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The Basics of NumPy Arrays

Data manipulation in Python is nearly synonymous with N Artificial Intelligence vs. Machine Learning

section will present several examples of using NumPy arr: Whatis Machine Learning? VS. Deep Learning
operations shown here may seem a bit dry and pedantic, the s

Machine learning is the study of . )
We'll cover a few categories of basic array manipulations he ) algorithms and statistical models '

that allow a computer find

(0 Openin Colab

2

MACHINE
LEARNING

« Attributes of arrays: Determining the size, shape, memo underlying patterns in data.
« Indexing of arrays: Getting and setting the value of indiv . A
\ , . + Slicing of arrays: Getting and setting smaller subarrays * Learn from examples and experience 1" a7 g
An mformal mtroductlon to Python = Reshaping of arrays: Changing the shape of a given arr: * Understanding kY
= Joining and splitting of arrays: Combining multiple array * Reasoning
NumPy Array Attributes

RET Research and Training |

Proper Selection of Features Can Really Simplify Things

Machine Learning

* For classical machine learning, feature
engineering is one of the most difficult Supervised
. tasks Learning
« | * Domain knowledge is advantageous when
aiw "wey determining what features to use. -
B * The virtually unlimited set of possible
features makes it impossible to “pre-

| code” all possible values in an embedded Linear
« | engine. Regression
§ . * Deep learning neural networks can
> | determine features automatically,
3 eliminating this task.
" " XvsZCORR )

https://sensip.engineering.asu.edu/ret/ 2




RET Schedule and Training

Hands On Technical Training

Topics covered:

Python/Colab uses and functionality
* Types of Machine Learning (focus on clusters)

* Practice in Colab — Used SciKit library to run kmeans
algorithm

* Regression
* KNN
* ML & Gradient Descent
* Linear Regression - Outputs

* Classification
* Logistic Regression — Probabilities vs. Outputs

e Embedded ML

* Gary Mastin’s presentations on Research & Development

* Cultural bias and management behavior usually determine if
collaboration occurs.

https://sensip.engineering.asu.edu/ret/

Figure 1.2: The SenSIP Solar Monitoring Facility at the ASU Research Park [8].

Linear Regression
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RET Lab Experience Research Summary

Research Objectives

1 Problem: Once researchers have a
more efficient way of training sensors
to find faults in solar panels, there
needs to be an efficient analysis of the
data to quickly predict power outputs.

J Hypothesis: There is little to know
residual in the actual data’s power
output and the predicted power
output.

Deborah.Sweeting @dhschools.org

Abstract—The application of Smart Monitor Devices (SMD)
to solar arrays has enabled the collection of data for 14
solar features on each panel of an array. Features include
open circuit voltage, maximum voltage, maximum current, short
circuit current, temperature of module, irradiance of module, fill
factor, gamma, and power. This data can be used to predict
DC Power output based on common solar array faults such
as soiling, arc faults, degraded modules, and shading. After
collecting feature data, principal component analysis can be used
to determine the importance of features to an artificial neural
network. Determining the importance of factors can allow for
a simplification of the neural network model used for fault
detection.

Index Terms—Feature analysis, Nonlinear PCA, Neural net-
works, Machine Learning, PV modules.

I. INTRODUCTION

Previous neural network implementations of the SMD solar
array data used all nine features as inputs [1]. Initial attempts
at redesigning the network to use fewer input features resulted
in significant reduction of the networks accuracy in fault
classification. It would be desirable to reduce the number
of features the model is dependent on for computational
efficiency, and to reduce the number of sensors needed for
each SMD.

One method of dimensionality reduction is principal compo-
nent analysis (PCA). Principal component analysis allows us
to determine the importance of variables and the correlation
between variables [2]. Ideally, in this application. principal
component analysis will allow us to determine a set of four
or fewer input features that dominate the networks ability to
classify faults. Principle component analysis can be achieved
by scaling the feature data such that all features are of
similar magnitude and using the scaled data to create an
association matrix and covariance matrix. The eigenvectors

of these matrices. known as the load and score matrices. can

https://sensip.engineering.asu.edu/ret/
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Fig. 1. 3D Component Space Fault Clusters Generated Using KPCA.

principal component analysis (NLPCA) techniques. The ad-
vantage of NLPCA is revealing nonlinear correlation between
features that can not be observed through PCA. One method
for NLPCA is using Kemel Principle Component Analysis
(KPCA). KPCA operates on the understanding that a nonlinear
system can be projected into a higher dimension to make the
data linearly separable. [3] This method requires the use of a
nonlinear kernel function to enable the projection.

NLPCA can also be implemented using an autoencoder
neural network configuration that attempts to recreate input
data at the network output. [4]. The autoencoder neural net-
work consists of a encoding, bottleneck, and decoding layer.
The bottleneck layer is frequently used in noise reduction
applications and similar principles apply for the dimensionality
reduction. By funneli.
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RET Lab Experience Research Summary

Database of

Research Background

Currentand | |
Past
1. Power prediction in solar farms is well :ngm
studied e
2. Inthe presence of different faults and under gj, i s e
the influence of changing weather _ ica Mining, and Predicion k
conditions, accurate prediction of power is e fcacing for e A
still an open problem. Connectian Topology | | | Conens el hi
: : : - Switching Marix | tqsimacion k
3. Inthis project, after the data is collected and ]] Contrat | Contral iy and J [ o } :
analyzed on PV faults, researchers need to S = 1
know what will result to see if some type of
. . re 1.1: Overview of our research vision in Solar Panel Monitoring [4]. Our system i
regreSSIOn will be useful. s shading prediction using irradiance and satellite imaging data, topology reconfigura
bntrolling the switching matrix, and fault classification and diagnosis modules.
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RET Research Experiment Setup

Run Data Simulation

Linear Regression ML/Neural
Network

Training Models
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RET Research Experiment Results

True Values coincide with Predicted Values

The results are consistent

with the hypothesis. After

o many iterations, the

v machine learning

’ algorithm learned the

optimal linear regression
to fit the true values of

power outputs.




RET Lab Experience Research Summary

Research Conclusions

+* Based on the Start Tech Academy, the
linear regression algorithm is a more basic
machine learning model that can help
beginners to understand more complex
regression algorithms and beyond

\/

** This maybe necessary for the purpose of
predicting DC power outputs in PV panels.

L)

* Could prove useful to researchers in
analyzing PV fault data and definitely for
other research in business and academia.

L)

|

This Photo by Unknown Author is licensed under CC BY-SA
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RET Instructional Lesson Implementation

Lesson Objectives

How do you intend to connect the real-world problem you
researched in the lab to a learning experience for students?

* Linear regression is apE
e

based courses. In Alg

versus Cost problem.

What specific learning objectives will be met through the

lesson?

e Students will be able to develop data from a

lot in excel and Google
Colab, to find the line of best fit and make cost -
predictions by extrapolating using the model.

simulated road trip and

licable to many algebra
ra 2, students already +  Evewcide 24
have prerequisite knowledge of linear regression
and will use it for statistical analysis in a Mileage

https://sensip.engineering.asu.edu/ret/
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RET Instructional Lesson Implementation

Lesson Description

Roadtrip Chicago to Miami

i Students navigate the fundamentals of machine learning 200

through linear regression.

180 °

i. Students first collect data for a long trip that is at least 1000 160 —

mlles_ 0 140 ..'.’, ......
i, They organize the data in an excel sheet to calculate simple g 120 e

totals for miles driven and total gas costs. © 100 —

= 8 e

iv. Students create a scatter plot to ultimately find the line of best 8 e ¢

fit. . e
V. Students use the line to make predictions (interpolating and 20

extrapolating). 0

0 200 400 600 800 1000 1200 1400 1600 1800

Vi. Students use machine learning to find the line of best fit. They e dri

upload their data to Colabs, then run the program. MIIEs ariven
vii. Students compare the linear regressions from excel and

Colabs.
viii. Assessment will be a formal presentation of findings and explanation of

linear regression as it relates to their specific data set.

https://sensip.engineering.asu.edu/ret/




Reflection on RET Summer Experience

2 values by square footage

TRAINING
effective lectures

need more
interactive videos

RESEARCH

excellent support

struggled with
independent
research

Lesson Plans
excellent support

great tools for
PBLs

Networking

-online
environment
slowed the
process
-mentors &
participants
provided
consistent
support

-Final Report
and Poster
-Delivering
Lecture in
Class
-Evaluation




Questions & Feedback

Teacher Input: Beacip

* What are the essential questions students need to answer by
the end of the lesson?

* What are some potential problems to consider if this is to be a
PBL?

* What'’s one thing you liked about the lesson and one thing you
think | should still be thinking about?

https://sensip.engineering.asu.edu/ret/ 12
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