RET Project: The Effect of Bias in Training Data using the APDS996 Color Sensor on the Arduino Nano 33 BLE Sense Board

Research Experience for Teachers (RET) Summer 2021 SenSIP
Brian Hawkins, Michael Stanley INDUSTRY CONSORTIUM

SenSIP Center, School of ECEE, Arizona State University.

RESEARCH BACKGROUND/DESCRIPTION RESEARCH RESULTS/REMARKS LESSON PLAN OBJECTIVES

* Machine learning is only as effective as the data e Although the focus of the project was to examine e Run the code in Google Colab to help students
used to create it. how offsets added to the data affect the understand machine learning by examining
* There are a variety of data sets used for training classification, there are several other parameters confusion matrices and corresponding scatter plots.
and testing machine learning algorithms so it is that can also affect misclassification. e Test various data sets using the Support Vector
important to understand strengths and e When using support vector machines, it is Machine algorithm on Google Colab to create a
weaknesses of data sets. essential to understand how the selection of C, confusion matrix and scatter plots.
gamma, and the kernel function affect training e Extension - test their machine learning algorithms

SenSIP NSF Research Exneriences for Teachers (RET) Won= © and teS’F scores. . using items of student’s choice
et e The radial basis function, C set at 100, and :

‘ n v .'?-. gamma set at .25 appeared to yield the optimum
results for this project.

| e Although the the training split is typically set to
23, slightly lower values may yield much lower "
training scores depending on the values chosen -l o !
for the support vector machine. P -l
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0.9 - m Confusion matrix for the testing set with .25 added to the red and Confusion matrix for the training set with .25 added to
0.9 green channels the red and green channels
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RESEARCH OBJECTIVES/PLAN = - LESSON IMPLEMENTATION/OUTCOMES
» Test the APDS996 color sensor using unequal and ol IR " e This has not been accomplished yet but the
non hormalized data sets. M AemgeTestsore o I, —— expectation is that students would classification
* Modify a data set with an offset to study how it I L I errors by examining the confusion matrices.
affects support vector machine algorithms and * | would ?Iso want S(’jchec_]nts t? egalmkl)ne the
their corresponding confusion matrices. M\ scatterplots created in Google Colab to
e Study how the percentage of training data affects i t’r?‘{etrﬁta”d ,'fr?taga Fr)nqmtstare rc'lzosde to the margin
the performance of the support vector machine 4] — g iz, at they might b€ miscategorized.
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