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Background Training in Machine Learning

● Learn about surface albedo and factors 

that impact it.

● Random forests vs neural networks.

● Python review.

● Google Colaboratory.



Motivation

● To elevate PV efficiency and robustness

● To reduce cost of maintenance 

● To develop methods for predicting shading in PV Arrays



Introduction

● Climate change concerns increasing.

● PV systems are environmentally 
friendly.

● Problems
○ Fluctuations in power output
○ Power output -> irradiance -> surface 

albedo

● Challenges
○ Lot of data => Need to find  way to 

make accurate predictions while also 
reducing training time.

○ Understanding conceptually why 
some techniques aren’t suitable for 
some ML algorithms



NSRDB Dataset

● Data collected at 30 minute intervals for one year.

● Data features include

○ DHI: The amount of solar radiance that is not received directly by the sun per unit area of surface.

○ DNI: The amount of radiation received directly by the sun per unit area of surface.

○ GHI: The total amount of radiation received per unit area of surface. It's the sum of DHI and DNI.

○ Cloud Type

○ Dew Point: The temperature that water must be cooled to in order to become saturated with water vapor.

○ Solar Zenith Angle: Sun rays angle from the vertical.

○ Surface Albedo: The fraction of sunlight reflected by a surface.

○ Wind Speed

○ Precipitable Water: Amount of water vapor in a column of the atmosphere.

○ Wind Direction

○ Relative Humidity: Percentage of water of vapor in the air.

○ Temperature

○ Pressure



Preprocessing NSRDB Dataset ● Remove unnecessary columns 

from dataset.

● One-hot encoding on cloud 

type feature.

● Feature scaling (normalizing 

the data).

● Split into train/test dataset.



Random Forest Regressor

● Procedure for training dataset

○ For N trees

■ Pick k data points from training set

■ Build a decision tree for those k data points, 

where certain feature will be evaluated at 

each node

○ For new data point, have each tree make a 

prediction, average all the predictions, and assign 

average to new data point

● Parameters

○ n_estimators, criterion, max_depth, max_features



Hyperparameter Tuning

● Hyperparameter tuning for the

number of trees in the random

forest algorithm, the function used

for the quality of the split, the

maximum depth of the tree, and

the maximum number of features.

● Create RMSE plot for each of

these



Feature Ranking

● Manual feature importance 

by removing individual 

features

● Use the one provided by 

sklearn

○ Did not match well with the 

manual feature importance 

graph



Principal Component Analysis

Variance Due to Each Component
RMSE vs Number of Components



Conclusion/Future Work

Conclusion

● 4 most important features for 

surface albedo prediction

○ Precipitable Water

○ Wind Direction

○ Dew Point

○ Wind Speed

● Lowest RMSE achieved: 

0.00370587

Future Work

● How the features relate to each 

other

● PCA vs Autoencoder
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