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Abstract— In machine learning, the idea of feature fusion is to 

combine the complementary information from a diverse set of 

features which characterize different aspects of data. In this 

paper we present two feature fusion frameworks in the 

applications of human activity recognition and image 

classification, respectively. Features from both modalities are 

fused through consensus graph in the first framework while 

context information is recursively improved and fused with 

image appearance model in the second one. Experimental 

results show that each framework improves the recognition 

performance in the corresponding task.  

I. PROJECT DESCRIPTION 

In many machine learning applications, effective fusion of 
features which contain diverse information of the data provide 
improved discriminative power and make the recognition 
system more robust. We present here two recent research 
outcomes which successfully use feature fusion to harness the 
data in the challenging problems of acitivty recognition and 
image classification. 

The objective of mobile phone based human activity 
recognition is to learn the activity the subject performs. In this 
case, the feature fusion is particularly significant since the 
integrated mobile sensors are usually noisy and inaccurate. 
We propose to extract various features from each sensors and 
perform a two-stage fusion [1, 3]. An example implementation 
is shown in Figure 1. In the first stage, the fusion is performed 
on the sensor level and we adopt a variant of the multi-layer 
graph consensus algorithm [2]. In the second stage, feature 
fusion is performed using the reference-based classifier [4] in 
the ensemble setting. Experimental results on a collected 
dataset show that the final recognition result improves over 
any sensor by around 10% in accuracy. This demonstrates the 
effectiveness of the proposed framework in combining the 
complementary information from various features. 

 
 

Fig. 1. Two-stage framework for activity recognition. 

 

On the second problem in image classification we focus 
on exploiting the significant high-level context information 
[7]. Existing auto-context algorithm [6] targets the posterior 
probabilities and recursively learns better context feature. We 
extend this approach by explicitly viewing the combination of 

 
 

image appearance model and context model as a feature 
fusion problem [5] (illustration in Figure 2). By posing the 
problem in the Reproducing Kernel Hilbert Space (RKHS), 
we adopt Multiple Kernel Learning as the fusion strategy. 
Marginal probabilities of each example data with respect to 
each class are estimated from the decision functions of the 
learned classifier.  The use of the kernel methods extends the 
power and flexibility of auto-context modelling. The 
advantage is demonstrated in the experiments on standard 
image classification datasets with improved recognition 
accuracy. Additional work in [8-11]. 

 
Fig. 2. Framework for integrating context information with image feature 

under the RKHS setting 
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