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MOTIVATION

PROBLEM	STATEMENT

• Create an anomaly detection algorithm to 
identify anomalous energy usage. 
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ABSTRACT
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• The goal of times series analysis is to find 
patterns in large amounts of data that is 
collected over large periods of time.

• K-means clustering  is used to find reoccurring 
patterns in energy usage. 

• Anomaly detection is used to find abnormal 
patterns in the data. 

• Identify anomalies using segmented data and 
forecasted data [1].

EXPERIMENTAL	METHODS:	SENSORS
• Cleaning Data, removing houses that did not 

participate in the study
• K-means to find the number of clusters needed 
• Anomaly detection algorithms to find patterns 

that are not normal [2].
• Use Gaussian Distribution density model to 

identify anomalies in data set

PRELIMINARY	RESULTS
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There are approximately 
6 inherent clusters in 

the data.

CONCLUSION
• Multivariate Gaussian Models is a machine 

learning algorithm that  is useful to detect 
anomalies. 

• Heat maps can display anomalies to make them 
easier to visualize


