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Abstract — With smart meters becoming more prevalent, 
household and commercial energy usage are monitored 
constantly. Using this data, we track how much energy each 
house or building is using and segment these into clusters, 
where energy use is similar. Evolutionary clustering allows us 
to track changes in customer segments over time. After 
performing customer segmentation, LSTM neural networks 
can be used to forecast energy use for each customer segment. 
This forecast can help in the development of energy efficiency 
programs, the planning of energy grids, consumer targeting, 
etc.  

Index terms: machine learning, energy, load forecasting, 
customer segmentation, neural networks, adaptive clustering 

I.  INTRODUCTION 
With smart meter usage, every house and building is sending 
out data about energy usage every hour, or even every 
fifteen minutes. This provides an extremely large amount of 
energy load data measured over numerous time steps. 
Analyzing this energy data can be useful to economists, 
utility companies, and regulators to forecast energy loads 
and trends in energy usage. We would like to be able to use 
this analysis to answer questions like how does the increase 
of solar panels and electric cars change energy usage? How 
does residential energy usage change now that more people 
have flexible work schedules? [1]  

In this paper, we introduce a new forecasting algorithm 
that first compresses and then clusters the energy load data.  
We believe this pre-processing will both improve overall 
forecasting and help in early identification of changing 
energy usage trends.   

Figure 1: Block diagram for the energy analysis. 
 To compress the data, we define data blocks as a certain 
number of weeks, either four weeks for a month or thirteen 
weeks for a quarter. Vectors are created for each day in the 
block, so a four-week block will have 28 vectors of size 
24x1, one sample per hour. A block then takes the average 
hourly value from each day of the week. Following the 
example, the four-week block will be represented by a 24x7 
matrix, with each column being the average from the four 
Sundays, four Mondays, and so on. This creates smoother 
data with less noise [1].  
 Once the data is compressed, we feed the compressed 
data blocks into our clustering algorithm. Since energy usage 
can change over time and people can move in or out of an 
area, we propose using an adaptive evolutionary clustering 
algorithm. [2] proposes an adaptive k-means algorithm that 

does not need an initial number of clusters and can adapt to 
allow new data points and reshaping of the clusters. [3] gives 
an evolutionary clustering algorithm that focuses on tracking 
clusters. At each time step, the proximities of the data points 
are calculated, and a forgetting factor is used to estimate 
what the next state will be, with static clustering occurring at 
each step. Taking from [2] and [3], we will use a Fast and 
Adaptive Customer Segmentation clustering algorithm that 
allows clusters to grow and shrink over time and change the 
number of clusters [1]. The figure below shows some 
preliminary customer segmentation using static clustering. 
 

       
         Figure 2: Heatmap of customer segment energy use [4]. 

 Once we have the customer segments, we will use a 
long short-term memory (LSTM) neural network to predict 
energy usage for each segment. A LSTM is a type of 
recurrent neural network great for time-series data because 
the network uses previous time steps to learn and forecast 
[5]. [6] uses an altered LSTM for forecasting events at Uber, 
showing that LSTM’s are a good choice to use for 
forecasting events.  We show that using a modified LSTM 
on compressed clustered data provides improved energy load 
forecasting. 
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