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Abstract—The intersection of deep learning and mo-
bile/embedded systems has received significant attention in recent
years. Development in the areas of deep learning and mobile
architecture has made possible an entirely new ecosystem of
technological solutions. We propose one of those solutions, a
mobile system to predict the whereabouts of objects in the
environment. Using recently developed techniques, we are able
to efficiently utilize computer vision and mobile processing to
assist in the task of interacting with the natural environment.
This solution provides a means of assisting those with memory
impairments and those without memory impairment alike.

Index Terms—accessibility, augmented reality, computer vi-
sion, mobile, convolutional neural networks

I. INTRODUCTION

New object detection and natural language processing tech-
niques have allowed for a plethora of new, powerful, and
progressive techniques and technologies, such as energy re-
quirement reduction via selective image processing. [1, 2].
These two innovations are foundational for future applications
that involve more naturalistic human-machine interfacing. Ex-
isting technologies have utilized object detection for security,
automation, and entertainment and natural language processing
for hands-free interaction and real-time translation. We pro-
pose a system to improve the quality of life of both memory
impaired and non-memory impaired persons through the use
of deep learning techniques and mobile systems.

II. IMPLEMENTATION

The Real-World Search Engine (RWSE) utilizes the Mi-
crosoft HoloLens in order to provide visual feedback to
the user and as a source of data for a network connected
neural network. The HoloLens is a relatively recent hardware
development that has numerous, unexplored uses in industry
and accessibility [3]. Techniques such as down-sampling [4]
and motion estimation will be used to ensure a positive user
experience in terms of energy performance and functionality.
Object identification and natural language processing will be
carried out via already-existing models such as Squeezenet [5].
This project will focus on the application of these models,
the feasibility and implementation of deep learning tasks
on low powered devices (Microsoft HoloLens), and future
applications of this system. The future challenges of the
project, outside of design and testing, is the meeting of the
power and bandwidth requirements.
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Figure 1. Protype example view of Real World Search Engine.
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