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GOALPROBLEM STATEMENT

• We are trying to localize and detect alterations on the 
environment, caused by animal interaction and 
human interferences.
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• Simultaneous live video feed from 2 cameras will run through 
an object detection CNN.

• The use of ORB points for feature matching across 
simultaneous live video feed from two cameras

• The use of a 360° camera for a broad POV for one camera
• Develop a room mapping algorithm which incorporates object 

detection, depth estimation, and feature point mapping.

• The goal is to develop a 3D digital model in 
which the environmental alterations can be 
located and be analyzed for possible causes.

EXPERIMENTAL METHODS: SENSORS • We found that interactions between neural networks vary 
from the CNN used 

• SSD MobileNet v2 has a hard time detecting black cats with a 
black background

• Feature Point Matching performs efficiently on images and on 
video

• Depth estimation can be used to recreate the structure of an 
environment from an image

PRELIMINARY RESULTS
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Figure 1. CNN module detecting person and cat with multiple cameras

Figure 2. Feature Point Similarity Matching (yellow lines)

Figure 3. depth 
output image 
generated by a 
Depth Generator 
Network

Figure 4. Combination 
of input RGB image 
and depth output 
image to develop a 3D 
model of the ground 
truth environment


