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MOTIVATION

❑ Automatic solar fault detection is more efficient and cost effective

❑Ten solar features are used for classification
❑ Less features can shorten training time
❑ Knowing which features are redundant informs us which sensors 
are needed 

❑ Greater classification accuracy means more power output 
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PROBLEM STATEMENT AND CHALLENGES

❑ Nonlinear PCA techniques may reduce the number of
solar features needed for fault classification and improve
classification accuracy.

❑Challenges:
❑Autoencoder only eliminate redundancy and do not perfectly 

emulate the input data

❑Using KPCA requires training 9 different classification networks per 
kernel function
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NONLINEAR PCA METHODS
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KPCA Block Diagram Autoencoder Block Diagram
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DATA SET AND KERNEL FUNCTIONS

❑Data Set: NREL solar testbed 10 feature data set [1]

❑Features: DC Power, Max. Voltage, Max. Current, Temperature,
Irradiance, Fill Factor, Gamma, Max. Power, Open Circuit Voltage,
Short Circuit Current

❑Faults: Standard Test Condition, Short Circuit, Degraded, Shaded,
Soiled

❑ Kernel Functions: linear, polynomial, RBF, sigmoid, and cosine.
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RESULTS
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KPCA Fault Classification Accuracy vs. Dimension of Embedding Space
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AUTOENCODER RESULTS
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Autoencoder Fault Classification Accuracy vs. Dimension of Embedding Space
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FEATURE VISUALIZATION

❑Overlap in STC and Shaded feature 
clusters for both nonlinear techniques

❑ Confusion matrix shows STC and shaded 
misclassification 

3D Feature Space Shaded and STC Faults
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5 Feature Linear KPCA Confusion Matrix
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CONCLUSION

❑ Successful reduction of feature space

❑ 85.1% Accuracy using linear kernel and 5 features.

❑ Autoencoder <80% accuracy for all dimensions

❑ No nonlinear redundancy in the feature set
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ONGOING & PLANNED  WORK

❑ Determine a feature that could distinguish between STC and shaded

fault

❑ Verify these results using more data

❑ Complete IEEE format report detailing results

❑ Consolidate nonlinear and linear PCA results into a single paper
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