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Abstract—The intersection of deep learning and mobile/embedded systems has received significant attention in recent years. Development in the areas of deep learning and mobile architecture has made possible an entirely new ecosystem of technological solutions. We propose one of those solutions, a mobile system to predict the whereabouts of objects in the environment. Using recently developed techniques, we are able to efficiently utilize computer vision and mobile processing to assist in the task of interacting with the natural environment. This solution provides a means of assisting those with memory impairments and those without memory impairment alike.
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I. INTRODUCTION

New advanced object detection and natural language processing techniques have allowed for a plethora of more reliable and better performing technologies, such as energy requirement reduction via selective image processing leading to smart cameras in mobile and embedded systems. [1, 2]. These innovations are foundational for future applications that involve solving human accessibility concerns and more naturalistic human-machine interfacing. Existing technologies have utilized object detection for security, automation, entertainment, and natural language processing for hands-free interaction and real-time translation. We propose a system to improve the quality of life of both memory impaired and non-memory impaired persons through the use of deep learning techniques and mobile systems.

II. MOTIVATION

Care of elderly and disabled persons remains a critical challenge to this day. However, not all elderly and disabled persons require total and constant supervision, as in the case of a nursing home. Many simply need help with day-to-day activities that require assumed skills. Specifically, tasks of interacting with the immediate environment pose a great obstacle for unassisted living. Tasks such as holding and using objects, remembering in-progress tasks, and locating objects in the immediate environment are all activities that can cause independent or semi-independent living to become overly difficult. The Real World Search Engine (RWSE) aims to ease the burden of independent living by allowing users a way to "search" for things they need, and in doing so addressing two concerns of independent living: object location and object interaction.

This project is incredibly useful for those who wish to remain in independent living, but are heavily burdened by the task of identifying and interacting with the objects around them.

III. REQUIREMENTS

In order for the project to be successful, it must provide a solution to a multitude of challenges and seamlessly integrate these solutions into a feasible package for the end user. Object identification must occur in real-time, defined herein as a lack of noticeable delay by the user, as too must data transfer between the client and server. The client must efficiently deliver (camera) sensor data to the server in order to generate valuable information for the program and the user. The visual user interface must be accessible to all manner of users, specifically those who would most benefit from the Real World Search Engine.

IV. IMPLEMENTATION

The Real-World Search Engine utilizes the Microsoft HoloLens in order to provide visual feedback to the user and as a source of data for a network connected, server hosted neural network. The HoloLens is a relatively recent hardware development that has numerous, unexplored uses in industry and accessibility systems [3]. Techniques such as down-sampling [4] and motion estimation will be used in the future to ensure a positive user experience in terms of energy performance, functionality, and reliability. Object identification will be carried out by YOLOv3 via the Darknet framework [5]. This project will focus on the application
of these models, the feasibility and implementation of deep learning tasks on low powered devices (Microsoft HoloLens), and future applications of this system. The future challenges of the project, outside of design and testing, are meeting of the power and bandwidth requirements, as well as further expandability with other accessibility tasks.

![Figure 2. The Microsoft HoloLens](image1)

![Figure 3. Prototype example view of Real World Search Engine.](image2)

![Figure 4. NVIDIA GTX 1080 graphics card used for image classification](image3)

V. Preliminary Results

Although much of the project so far has been developing the platform for the Real World Search Engine, we have been able to perform initial testing on its image detection capabilities so far. Currently, the Real World Search Engine is able to identify objects in the environment, report those finding back to the end-user via visual cue, and selectively screen for certain objects based on user input. The Real World Search Engine is able to perform these tasks in real-time with moderate power usage client side.

We started the project using OpenCV’s deep learning module (dnn) via Python 3. Unfortunately, the deep learning module from OpenCV does not utilize discrete graphics card resourced. Instead, it relies on the central processing unit for image classification. With OpenCV, image classification occurred at roughly one frame per second. In order to process image data in real time we needed to utilize GPU resources. For this reason, we decided to switch to Darknet for our image classification framework. Darknet allows us to utilize not only GPU resources, via NVIDIA CUDA and cuDNN, but also OpenMP for program multiprocessing and OpenCV for frame processing on buffer images [5]. OpenCV support through Darknet allowed us to work on frame data stored in memory rather than saved to physical storage, dramatically improving performance.

With Darknet, and the above features utilized, we were able to process frames at a rate of approximately 10 frames per second on a single NVIDIA GeForce GTX 1080 graphics card. While performance can always be improved, this was more than adequate for a proof of concept for the Real World Search Engine’s server component. In order for this aspect of the project to meet deployment performance needs we need to increase the frame calculations per second. This goal would most likely be achieved by supplementing additional graphics cards to the server or by even leveraging client hardware to assist in the task.

VI. Project Challenges

The most time consuming aspect of the project, so far, has been setting up the server environment. Many of the tools we wanted to utilize required significant time to diagnose and treat software deprecation and incompatibility. Additionally, identifying preexisting tools to assist in the program and customizing them to the program’s exact needs was more of a challenge than previously thought. Before arriving at Darknet, we tried Caffe2, PyTorch, and Tensorflow. For each of these frameworks there was a period of testing and experimentation that ultimately led to shifting to a new framework that was more inline with the project goals. Migrating to Darknet allowed us to utilize CUDA, cuDNN, OpenMP, and OpenCV by simply modifying values in a makefile. The ease at which we could modify Darknet to suit our task allowed us to spend time elsewhere.

VII. Future Developments

Short term project goals for the Real World Search Engine include faster client/server network operations and server image processing, using image compression techniques to reduce the amount of data transferred between the client and server, and reducing client power requirements via selective frame capturing and other techniques. Along with these algorithmic
improvements, we aim to improve the user experience by integrating speech recognition and a system to "remember" the location of objects and the likely-hood of their predicted placements, as well as general user experience tweaks.

The client side operations are in need of greater development as compared to server side operations. For client operations, we need to identify our exact computation and power constraints and work towards meeting those efficiency goals. Additionally, we hope to create a user experience that is not only helpful, but enjoyable for our end users. To achieve this we will be working to design a better interface for the augmented reality component, the display of the Microsoft HoloLens (or other potential future devices). This new display will offer alternative object identification "highlighting" modes, a "bread crumb" path mode, and an "instruction" mode where details about how to interact with an object, for example instructions on how to operate a remote or which prescriptions to take.

We would also like to extend the capabilities of the Real World Search Engine by developing for other platforms such as iOS, Android, Internet of Things (IoT) devices. While the augmented reality format is quite novel for non-vision impaired users and works as a great starting point for the project, other devices may be able to provide a more useful realization of the Real World Search Engine. For instance, a camera equipped smart fridge could process the scene (most likely the kitchen), keep track of item interactions and placements, provide step-by-step guides for its users, and alert its user, or those responsible for its user, about certain item interactions (such as a prescription that has already been taken once today or a gas oven that has been left on and unattended). The Real World Search Engine seems to be a design that works best when it is implemented across devices and in unison with those devices.

Figure 5. Example of YOLOv3 image classification

VIII. CONCLUSION

With the constant stream of hardware and software advances, there is a natural impulse to explore fantastical or otherwise industrial applications. However, when it comes to deeply impacting the lives of users, it is those technologies that address the challenges of everyday life that most often have the greatest impact for end users. It is with this idea in mind that the project began its development.

Deep learning is an incredible tool not just for scientific research and industry, but also for vastly improving our daily experiences. The ability to address mundane struggles, such as being able to quickly research validity of a certain claim or to locate the nearest gas station, will most likely have a greater affect on our lives than even a somewhat impressive one-off technological event. By facilitating projects such as the Real World Search Engine, we hope to create some of those positive, foundational moments for people. Even just the simple reclaimed ability to independently interact with your own environment would be transformative for many people.
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